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Meaningful human control: actionable properties for AI 
system development 

Luciano Cavalcante Siebert, Maria Luce Lupetti, Evgeni Aizenberg, Niek 
Beckers, Arkady Zgonnikov, Herman Veluwenkamp, David Abbink, Elisa 
Giaccardi, Geert-Jan Houben, Catholijn M. Jonker, Jeroen van den Hoven, 
Deborah Forster & Reginald L. Lagendijk 
 

Contact : l.cavalcantesiebert@tudelft.nl 

How can humans remain in control of artificial intelligence (AI)-based systems designed to perform 
tasks autonomously? Such systems are increasingly ubiquitous, creating benefits - but also 
undesirable situations where moral responsibility for their actions cannot be properly attributed to 
any particular person or group. The concept of meaningful human control has been proposed to 
address responsibility gaps and mitigate them by establishing conditions that enable a proper 
attribution of responsibility for humans; however, clear requirements for researchers, designers, 
and engineers are yet inexistent, making the development of AI-based systems that remain under 
meaningful human control challenging. In this paper, we address the gap between philosophical 
theory and engineering practice by identifying, through an iterative process of abductive thinking, 
four actionable properties for AI-based systems under meaningful human control, which we 
discuss making use of two applications scenarios: automated vehicles and AI-based hiring. First, a 
system in which humans and AI algorithms interact should have an explicitly defined domain of 
morally loaded situations within which the system ought to operate. Second, humans and AI 
agents within the system should have appropriate and mutually compatible representations. Third, 
responsibility attributed to a human should be commensurate with that humans ability and 
authority to control the system. Fourth, there should be explicit links between the actions of the AI 
agents and actions of humans who are aware of their moral responsibility. We argue that these four 
properties will support practically minded professionals to take concrete steps toward designing 
and engineering for AI systems that facilitate meaningful human control. 



 

3rd TAILOR conference, 5-6 June 2023, Siena  6 
Poster session 

Foundation of Trustworthy AI: 
Integrating Learning, Optimisation and Reasoning 

 

  

 



 

3rd TAILOR conference, 5-6 June 2023, Siena  7 
Poster session 

Foundation of Trustworthy AI: 
Integrating Learning, Optimisation and Reasoning 

 

Preliminary work on robustness distributions in neural 
network verification 

Annelot Bosman, Holger H. Hoos, Jan N. van Rijn 
 

Contact : a.w.bosman@liacs.leidenuniv.nl 

Neural networks are vulnerable to slight alterations to correctly classified inputs, leading to 
incorrect predictions. To rigorously 

assess the robustness of neural networks against such perturbations, exact verification techniques 
are employed. Robustness is generally measured in terms of adversarial accuracy, based on an 
upper bound on the magnitude of perturbations commonly denoted as epsilon. For each input in a 
given set, it is then determined whether a perturbation up to magnitude epsilon can deceive the 
network. In this work, we demonstrate that by refining the notion of a single bound epsilon as well 
as the analysis of neural network robustness, interesting insights can be gained. We introduce the 
concept of critical epsilon values, defined as the maximum amount of perturbation for which a 
given input is provably correctly classified, such that any larger perturbations can cause 
misclassification. To effectively estimate the critical epsilon values for each input in a given set, we 
utilise a variant of the binary search algorithm that we call k-binary search. We then analyse the 
distribution of critical epsilon values over a given set of inputs for 12 classifiers that have been used 
widely in the literature on neural network verification. Using a Kolmogorov-Smirnov test, we found 
support for the hypothesis that the critical epsilon values of all of the networks follow a log-normal 
distribution. We also analyse the distribution of epsilons over a set of previously unseen inputs 
(testing data) and the Kolmogorov-Smirnov test finds no statistically significant difference 
compared to seen inputs (training data). Interestingly, we find that input that is easily corrupted to 
deceive one network may require a considerably larger perturbation to deceive another. 
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AI and Official Statistics 

Barteld Braaksma 
 

Contact : b.braaksma@cbs.nl 

The poster describes projects, approaches and considerations related to AI, from the perspective of 
Statistics Netherlands (CBS) and official statistics. 
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Physics-informed Machine Learning in Precipitation 
Nowcasting 

Peter Pavlík 
 

Contact : peter.pavlik@kinit.sk 

Accurate forecasting of future weather is inseparable from modeling and simulation of underlying 
physical processes. Data-driven deep learning emulators are a promising alternative to complex 
numerical approaches, showing many advantages in some areas but also lacking in others. 
Machine learning methods incorporating existing domain knowledge about the modeled physical 
processes can combine the best aspects of both paradigms. The forecasts produced by machine 
learning models that enforce physical laws are physically consistent and increase the trust in these 
models. We show an example where we developed a convolutional neural network model based 
on existing domain knowledge, integrating the Lagrangian extrapolation scheme. 
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PN-OWL: A Two Stage Algorithm to Learn Fuzzy Concept 
Inclusions Rules from OWL Ontologies 

Franco Alberto Cardillo, Franca Debole, Umberto Straccia 
 

Contact : francoalberto.cardillo@ilc.cnr.it 

In this paper, given a  target class T of an OWL ontology (a W3C standard to define classes, relations 
among classes and class instances), we address the problem of learning graded fuzzy concept 
inclusion rules with the aim of describing sufficient conditions for being an individual classified as 
instance of the class T. To do so, we present PN-OWL that is a two-stage learning algorithm made of 
a P-stage and an N-stage. Roughly, in the P-stage the algorithm tries to cover as many positive 
examples as possible increase recall), without compromising too much precision, while in the N-
stage, the algorithm tries to rule out as many false positives, covered by the P-stage, as possible. 
PN-OWL then aggregates the fuzzy inclusion rules learnt at the P-stage and at the N-stage by 
combining them via aggregation functions to allow for a final decision whether an individual is 
instance of T or not. We also illustrate its effectiveness by means of an extensive experimentation. 
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Relational Reasoning Networks 

Giuseppe Marra, Michelangelo Diligenti, Francesco Giannini 
 

Contact : francesco.giannini@unisi.it 

This poster introduces Relational Reasoning Network (R2N) a neural architecture that combines 
symbolic and feature-based data through embedded representations. The architecture utilizes 
relational knowledge to define the structure of the network. R2N further incorporates learning and 
relational reasoning in latent spaces to enhance the embedding representations of relational data. 
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Categorical Foundation of Explainable A 

Pietro Barbiero, Stefano Fioravanti, Francesco Giannini, Alberto Tonda, 
Pietro Li\'o, Elena Di Lavore 
 

Contact : stefano.fioravanti66@gmail.com  

Explainable AI (XAI) aims to address the human need for safe and reliable AI systems. However, 
numerous surveys emphasize the absence of a sound mathematical formalization of key XAI 
notions. To bridge this gap, this paper presents the first mathematically rigorous definitions of key 
XAI notions and processes, using the well-funded formalism of Category theory. We show that our 
categorical framework allows to: (i) model existing learning schemes and architectures, (ii) formally 
define the term ``explanation'', (iii) establish a theoretical basis for XAI taxonomies, and (iv) analyze 
commonly overlooked aspects of explaining methods. As a consequence, our categorical 
framework promotes the ethical and secure deployment of AI technologies as it represents a 
significant step towards a sound theoretical foundation of explainable AI. 

mailto:stefano.fioravanti66@gmail.com
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Graph Neural Networks for ECG Classification]{Graph 
Neural Networks for Topological Feature Extraction in 
ECG Classification 

Kamyar Zeinalipour, Marco Gori 
 

Contact : Kamyar.zeinalipur2@unisi.it 

The electrocardiogram (ECG) is a dependable instrument for assessing the function of the 
cardiovascular system. There has recently been much emphasis on precisely classifying ECGs. While 
ECG situations have numerous similarities, little attention has been paid to categorizing ECGs using 
graph neural networks. In this study, we offer three distinct techniques for classifying heartbeats 
using deep graph neural networks to classify the ECG signals accurately. We suggest using different 
methods to extract topological features from the ECG signal and then using a branch of the graph 
neural network named graph isomorphism network for classifying the ECGs. On the PTB 
Diagnostics data set, we tested the three proposed techniques. According to the findings, the three 
proposed techniques are capable of making arrhythmia classification predictions with the accuracy 
of 99.38, 98.76, and 91.93 percent, respectively. 
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Learning Symbolic Representations Through Joint 
GEnerative and DIscriminative Training 

Emanuele Sansone, Robin Manhaeve 
 

Contact : e.sansone@hotmail.it  

We introduce GEDI, a Bayesian framework that combines existing self-supervised learning 
objectives with likelihood-based generative models. This framework leverages the benefits of both 
GEnerative and DIscriminative approaches, resulting in improved symbolic representations over 
standalone solutions. Additionally, GEDI can be easily integrated and trained jointly with existing 
neuro-symbolic frameworks without the need for additional supervision or costly pre-training 
steps. We demonstrate through experiments on real-world data, including SVHN, CIFAR10, and 
CIFAR100, that GEDI outperforms existing self-supervised learning strategies in terms of clustering 
performance by a significant margin. The symbolic component further allows it to leverage 
knowledge in the form of logical constraints to improve performance in the small data regime. 

mailto:e.sansone@hotmail.it
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Cognitive Effects in Large Language Models 

Jonathan Shaki, Prof. Sarit Kraus, Prof. Michael Wooldridge 
 

Contact : jonathan.shaki@hotmail.com  

Large Language Models (LLMs) such as ChatGPT have received enormous attention over the past 
year, and are now used by hundreds of millions of people every day. The rapid adoption of this 
technology naturally raises questions about the possible biases that such models might exhibit. In 
this work, we tested one of these models (GPT-3) on a range of cognitive effects, which are 
systematic patterns that are usually found in human cognitive tasks. We found that LLMs are 
indeed prone to a number of human cognitive effects. Specifically, we show that the priming, 
distance, SNARC, and size congruity effects were presented with GPT-3, while the anchoring effect 
is absent. We describe our methodology, and specifically the way we converted real-world 
experiments to text-based experiments. Finally, we speculate on the possible reasons why GPT-3 
exhibits these effects, and discuss the question of whether they are imitated or reinvented. 

mailto:jonathan.shaki@hotmail.com
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New Benchmarks for Neuro-Symbolic Systems 

Damiano Azzolini, Alice Bizzarri, Elisabetta Gentili, Fabrizio Riguzzi 
 

Contact : fabrizio.riguzzi@unife.it  

We present three new benchmarks for neuro-symbolic systems: identifying the winner in a Tic Tac 
Toe board, predicting the next move in a Tic Tac Toe game and solving Raven Progressive Matrices.  

In Tic Tac Toe, to represent the three symbols blank, x and o, we use either MNIST images or 
synthetic images. 

The datasets for winner identification and next move prediction can be generated with the code at 
https://github.com/bizzarriA/TicTacToeDS 

Raven Progressive Matrices are IQ tests where the palyer is presented with a 3x3 array of panels 
with geometric figures that are arranged according to unkwown rules. Of the 9 panels, the last one 
is masked and is to be selected among 8 possible answer panels. 

mailto:fabrizio.riguzzi@unife.it
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Multi-criteria approach for selecting an explanation from 
the set of counterfactuals 

Ignacy Stępka, Jerzy Stefanowski, Mateusz Lango 
 

Contact : jerzy.stefanowski@cs.put.poznan.pl  

Counterfactual explanations are widely used to explain predictions of black box ML models. They 
can be generated by a variety of methods that optimize different, sometimes conflicting, quality 
measures and produce quite different solutions. However, choosing the most appropriate 
explanation method and one of  generated counterfactuals is not an easy task. Instead of forcing 
the user to test many different explanation methods and analysing conflicting solutions, we 
propose to use an approach that integrates several popular methods of generating counterfactuals 
to obtain a diverse set of explanations. Then, we introduce an approach that filters out a relatively 
large set of counterfactuals generated by this set of diverse algorithms through a multi-criteria 
subset selection problem solved using the dominance relation. Experiments show that using 
multiple counterfactual generation methods and selecting the subset of alternatives using the 
dominance relation results in a well-performing and concise set of counterfactual explanations. 

mailto:jerzy.stefanowski@cs.put.poznan.pl
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AI-based Task Classification with Pressure Insoles for 
Occupational Safety 

Patricia OSullivan, Matteo Menolotto, Andrea Visentin, Brendan OFlynn, 
Dimitrios- Sokratis Komaris 
 

Contact : andrea.visentin@ucc.ie  

Pressure insoles allow for the collection of real-time pressure data inside and outside a laboratory 
setting as they are non-intrusive and can be simply integrated into everyday life. Occupational 
health and safety are relevant to the present research, where pressure insoles have been used for 
manual handling monitoring, detecting loss of balance events and construction activity 
recognition. Activity detection is important for the safety and well-being of workers, and the 
present study aims to 1) describe existing pressure insole and machine learning research and 2) use 
pressure insoles to detect the type of industry-related task an individual is performing by using an 
artificial intelligence-based classification technique, random forest. Twenty subjects wore loadsol 
pressure insoles and performed five tasks: standing, walking, pick and place, assembly, and manual 
handling. For each activity, statistical and morphological features were extracted to create a 
training dataset. The classifier performed with an accuracy of over 82%, using ten-fold cross-
validation for a time window of 5 seconds, presenting the potential for task classification in edge-AI 
applications in smart manufacturing environments. The features extracted and the validation 
approach, in combination with the use of an explainable classifier, offer a notable contribution to 
the field of noninvasive human-centric data extraction for AI-based analysis in occupational health 
and safety since they increase transparency and, thereby, trust in the classifier decisions. 

mailto:andrea.visentin@ucc.ie
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Solving Complex Optimisation Problems by Machine 
Learning 

Steve Prestwich 
 

Contact : s.prestwich@cs.ucc.ie  

Influence diagrams can model and solve probabilistic inference and decision making problems.  
They extend Bayesian Networks with decisions and utilities, and further extensions have been 
proposed. We describe a machine learning-based solver that can handle several extensions: 
constraints (hard, soft, weighted, chance), multiple nonlinear objectives, multiple decision makers 
and partially observed variables.  We apply it to a 2-stage stochastic program, a chance-constrained 
program, a tri-level program, a limited-memory and a multi-objective influence diagram.  This work 
relates to Unifying Paradigms (WP4) as it uses machine learning for a wide range of optimisation 
problems.  It also relates to Trustworthy AI (WP3) as it can learn policies that satisfy constraints, to 
mitigate risk or guarantee a service level. 

mailto:s.prestwich@cs.ucc.ie
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Adaptive Parallelization of Multi-Agent Simulations with 
Localized Dynamics 

Babeanu, A.-I.; Filatova, T.; Kwakkel, J. K.; Yorke-Smith, N. 
 

Contact : n.yorke-smith@tudelft.nl  

Agent-based modelling constitutes a versatile approach to representing and simulating complex 
systems.  Studying large-scale systems is challenging because of the computational time required 
for the simulation runs: scaling is at least linear in system size (number of agents).  Given the 
inherently modular nature of MABSs, parallel computing is a natural approach to overcoming this 
challenge.  However, because of the shared information and communication between agents, 
parellelization is not simple. We present a protocol for shared-memory, parallel execution of 
MABSs.  This approach is useful for models that can be formulated in terms of sequential 
computations, and that involve updates that are localized, in the sense of involving small numbers 
of agents.  The protocol has a bottom-up and asynchronous nature, allowing it to deal with 
heterogeneous computation in an adaptive, yet graceful manner.  We illustrate the potential 
performance gains on exemplar cultural dynamics and disease spreading MABSs. 

mailto:n.yorke-smith@tudelft.nl
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Predicting the Optimal Period for Cyclic Hoist Scheduling 
Problems 

Efthymiou, N.; Yorke-Smith, N. 
 

Contact : n.yorke-smith@tudelft.nl  

Since combinatorial scheduling problems are usually NP-hard, this paper investigates whether 
machine learning (ML) can accelerate exact solving of a problem instance. We adopt supervised 
learning on a corpus of problem instances, to acquire a function that predicts the optimal 
makespan for a given instance.  The learned predictor is invariant to the instance size as it uses 
statistics of instance attributes.  We provide this prediction to a solving algorithm in the form of 
bounds on the objective function.  Specifically, this approach is applied to the well-studied Cyclic 
Hoist Scheduling Problem (CHSP).  The goal for a CHSP instance is to find a feasible schedule for a 
hoist which moves objects between tanks with minimal cyclic period. Taking an existing Constraint 
Programming (CP) model for this problem, and an exact CP-SAT solver, we implement a Deep 
Neural Network, a Random Forest and a Gradient Boosting Tree in order to predict the optimal 
period p.  Experimental results find that, first, ML models (in particular DNNs), can be good 
predictors of the optimal p; and, second, providing tight bounds for p around the predicted value 
to an exact solver significantly reduces the solving time without compromising the optimality of 
the solutions. 

mailto:n.yorke-smith@tudelft.nl
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Explainability à la NukkAI 

Veronique Ventos 
 

Contact : vventos@nukk.ai  

One year after the success of our Bridge robot Nook, which is capable of explaining its gameplay 
decision, we are here presenting the products developed at NukkAI that combine different 
paradigms to build high-performing and trustworthy AIs. NukkAI has developed its products for 
various industries such as transport logistics, finance, education, and defense, thanks to a close 
collaboration with experts from each field, thereby making the human factor the common 
denominator of our AIs. In terms of both their design and how they benefit the users, each product 
of NukkAI is thoughtfully crafted to meet the demands of the AI of tomorrow. 

mailto:vventos@nukk.ai
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Fast Motion Planning with Deep Neural Networks 

Piotr Skrzypczynski, Piotr Kicki 
 

Contact : piotr.skrzypczynski@put.poznan.pl  

We present a new approach to very fast motion planning using a neural network trained on 
example tasks using a variant of reinforcement learning with structural priors in the form of 
parametrized trajectories. This approach is exemplified on two different tasks: planning local 
manuvers of a self-driving car and kinodynamic planning for a robotic arm playing air hockey. 

mailto:piotr.skrzypczynski@put.poznan.pl
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Enabling Game-Theoretical Analysis of Social Rules 

Nieves Montes, Nardine Osman and Carles Sierra 
 

Contact : sierra@iiia.csic.es  

The Institutional Analysis and Development (IAD) framework developed by Elinor Ostrom and 
colleagues provides great conceptual clarity on the immensely varied topic of social interactions. In 
this work, we propose a computational model to examine the impact that any of the variables 
outlined in the IAD framework has on the resulting social interactions. Of particular interest are the 
rules adopted by a community of agents, as they are the variables most susceptible to change in 
the short term. To provide systematic descriptions of social interactions, we define the Action 
Situation Language (ASL) and provide a game engine capable of automatically generating formal 
game-theoretical models out of ASL descriptions. Then, by incorporating any agent decision-
making models, the connection from a rule configuration description to the outcomes encouraged 
by it is complete. Overall, our model enables any community of agents to perform what-if analysis, 
where they can foresee and examine the impact that a set of regulations will have on the social 
interaction they are engaging in. Hence, they can decide whether their implementation is 
desirable. 

mailto:sierra@iiia.csic.es
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Self-supervised Learning of Tokenized Representations  
for Solving Raven Progressive Matrices Problems 

Jakub Kwiatkowski and Krzysztof Krawiec 
 

Contact : krawiec@cs.put.poznan.pl  

One of the challenges in learning to perform abstract reasoning is that problems are often posed as 
monolithic tasks, with no intermediate subgoals. In Raven Progressive Matrices (RPM), the task is to 
choose one of the available answers given a context, where both contexts and answers are 
composite images featuring multiple objects in various spatial arrangements. As this high-level 
goal is the only guidance available, learning is challenging and most contemporary solvers tend to 
be opaque. In this study, we propose a deep learning architecture based on the transformer 
blueprint which, rather than directly making the above choice, predicts the visual properties of 
individual objects and their arrangements. The multidimensional predictions obtained in this way 
are then directly juxtaposed to choose the answer. We consider a few ways in which the model 
parses the visual input into tokens and several regimes of masking parts of the input in self-
supervised training. In experimental assessment, the models not only outperform state-of-the-art 
methods but also provide interesting insights and partial explanations about the inference. The 
design of the method also makes it immune to biases that are known to exist in some RPM 
benchmarks. 
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Learning to Solve Abstract Reasoning Tasks  with 
Neurosymbolic Program Synthesis 

Jakub Bednarek and Krzysztof Krawiec 
 

Contact : krawiec@cs.put.poznan.pl  

We approach the problem of solving tasks from the Abstraction and Reasoning Corpus/Challenge 
(ARC), which require distilling a transformation pattern from a handful of visual input-output 
demonstrations and applying that transformation to a new query raster. The proposed approach is 
a neurosymbolic system that, given the demonstrations, synthesizes a program in a domain-
specific language that captures a wide range of elementary concepts, features, and manipulations. 
The synthesized program is then executed on the query raster and the result of execution 
submitted to the oracle that verifies its validity. The system perceives the problem as raster images 
as well as a low-level symbolic representation automatically parsed from the rasters. Training 
involves self-supervision: the synthesized programs generate new tasks that smoothen the 
learning curve. 
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Recognition and Prediction Using Dynamic Movement 
Primitives 

Ali H. Kordia & Francisco S. Melo 
 

Contact : alikordia@gmail.com  

This work describes an approach for (a) recognizing an observed trajectory from a library of pre-
learned motions; (b) predicting the target position of such trajectory; and (c) recognizing 
compound movements.  

We use critical points from the observed trajectory to time-align it with those in the library. To 
match the observed trajectory with those in the library, we compare the changes in velocity 
orientation between consecutive critical points.  

The proposed approach is computationally light and, as such, can be performed at execution time. 
As for the prediction, we adopt a similar approach: after matching the observed trajectory to one in 
the library, we use the latter to predict the target point, modulating it to match the observed 
trajectory. We then discuss the application of these key ideas in the recognition of compound 
movements. 
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Time Series Forecasting for Parking Occupancy 

Jose Angel Morell, Zazaria Abdelmoiz Dahi, Francisco Chicano, Gabriel 
Luque and Enrique Alba 
 

Contact : chicano@uma.es 

The smart city concept refers principally to employing technology to deal with different problems 
surrounding the city and the citizens. Urban mobility is one of the most challenging aspects 
considering the logistical complexity as well as the ecological relapses. More specifically, parking is 
a daily tedious task that citizens confront especially considering the large number of vehicles 
compared to the limited parking, the rush hours peaks, etc. Forecasting parking occupancy might 
allow citizens to plan their parking better and therefore enhance their mobility. Time-series 
forecasting methods have proved their efficiency for such tasks, and this work goes in the same 
line by exploring how to provide more accurate parking occupancy forecasting. Concretely, its 
contributions stand in a complete pipeline, including i) the automatic extra-transform-load data 
module and ii) the time-series forecasting methods themselves, where four have been studied: one 
additive regression model (Prophet), the Seasonal Auto-Regressive Integrated Moving Average 
(SARIMAX), and two deep learning models, the Long Short Term memory neural networks (LSTM), 
and Neural Prophet. Experiments have been performed on data of 3 and 28 parking from the city of 
Malaga (Spain) and Birmingham (England) using data recorded through 6 months (June-November 
2022) and two and a half months (October-December, 2016), for Malaga and Birmingham, 
respectively. The results showed that Prophet provided very competitive results compared to the 
literature. 
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Surrogates for Permutation Problems 

Francisco Chicano, Bilel Derbel and Sébastien Verel 
 

Contact : chicano@uma.es  

We propose using surrogate functions based on Fourier transforms in the permutation space. We 
evaluate the similarity between the proposed surrogate models and the original objective function, 
and employ regression techniques to develop surrogate models using Fourier transform. The 
experimental analysis involves two permutation problems, the Asteroid Routing Problem and the 
Single Machine Total Weighted Tardiness, where the exact Fourier transform is unknown based on 
problem parameters. 
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Optimal task and motion planning and execution for 
human-robot multi-agent systems in dynamic 
environments 

Marco Faroni, Alessandro Umbrico, Manuel Beschi, Andrea Orlandini, 
Amedeo Cesta, Nicola Pedrocchi 
 

Contact : andrea.orlandini@istc.cnr.it 

Combining symbolic and geometric reasoning in multi-agent systems is a challenging task that 
involves planning, scheduling, and synchronization problems. Existing works overlooked the 
variability of task duration and geometric feasibility that is intrinsic to these systems because of the 
interaction between agents and the environment. We propose a combined task and motion 
planning approach to optimize sequencing, assignment, and execution of tasks under temporal 
and spatial variability. The framework relies on decoupling tasks and actions, where an action is 
one possible geometric realization of a symbolic task. At the task level, timeline-based planning 
deals with temporal constraints, duration variability, and synergic assignment of tasks. At the 
action level, online motion planning plans for the actual movements dealing with environmental 
changes. We demonstrate the approach effectiveness in a collaborative manufacturing scenario, in 
which a robotic arm and a human worker shall assemble a mosaic in the shortest time possible. 
Compared with existing works, our approach applies to a broader range of applications and 
reduces the execution time of the process. 
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Towards a Framework for Uncertainty-Aware Dynamic 
Risk Management for Deep Learning-Based Autonomous 
Systems 

Guillaume Ollier , Fabio Arnez, Morayo Adedjouma , Ansgar 
Radermacher1, Simos Gerasimou 2, Huascar Espinoza 3, Chokri Mraidha, 
Francois Terrier,  Raphaël Lallement 
 

Contact : chokri.mraidha@cea.fr 

Dynamic Dependability Management (DDM) is a promising approach to guarantee and monitor 
the ability of safety-critical Automated Systems ( AS) to deliver the intended service with an 
acceptable risk level. This poster presents our current work around building a DDM framework for 
AS using Learning-Enabled Components (LEC). 

The framework relies on model-based engineering practices and ontological models to support the 
development process of such AS. 

Starting from the characterization of the AS's operational domain and functional architecture, the 
framework enables the development of a runtime monitoring system on top of the AS design to 
supervise the system's safety during operation while minimizing performance degradation. 

It relies on a Probabilistic Graphical Model (PGM) inferred from the Uncertainty-aware runtime 
monitoring components, ontology-based operational domain models, and risk assessment 
developed at design time. The approach is illustrated in a use case involving Unmanned Aerial 
Vehicles (UAVs). 
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Classifier Calibration: A survey on how to assess and 
improve predicted class probabilities 

Telmo Silva Filho, Hao Song, Miquel Perello-Nieto, Raul Santos-Rodriguez, 
Meelis Kull, Peter Flach 
 

Contact : perello.nieto@gmail.com  

This paper provides both an introduction to and a detailed overview of the principles and practice 
of classifier calibration. A well-calibrated classifier correctly quantifies the level of uncertainty or 
confidence associated with its instance-wise predictions. This is essential for critical applications, 
optimal decision making, cost-sensitive classification, and for some types of context change. 
Calibration research has a rich history which predates the birth of machine learning as an academic 
field by decades. However, a recent increase in the interest on calibration has led to new methods 
and the extension from binary to the multiclass setting. The space of options and issues to consider 
is large, and navigating it requires the right set of concepts and tools. We provide both 
introductory material and up-to-date technical details of the main concepts and methods, 
including proper scoring rules and other evaluation metrics, visualisation approaches, a 
comprehensive account of post-hoc calibration methods for binary and multiclass classification, 
and several advanced topics. 
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Neuro Symbolic Continual Learning: Knowledge, 
Reasoning Shortcuts and Concept Rehearsal 

Emanuele Marconato, Gianpaolo Bontempo, Elisa Ficarra, Simone 
Calderara, Andrea Passerini, Stefano Teso 
 

Contact : stefano.teso@unitn.it  

We introduce Neuro-Symbolic Continual Learning, where a model has to solve a sequence of 
neuro-symbolic tasks, that is, it has to map sub-symbolic inputs to high-level concepts and 
compute predictions by reasoning consistently with prior knowledge. Our key observation is that 
neuro-symbolic tasks, although different, often share concepts whose semantics remains stable 
over time. Traditional approaches fall short: existing continual strategies ignore knowledge 
altogether, while stock neuro-symbolic architectures suffer from catastrophic forgetting. We show 
that leveraging prior knowledge by combining neuro-symbolic architectures with continual 
strategies does help avoid catastrophic forgetting, but also that doing so can yield models affected 
by reasoning shortcuts. These undermine the semantics of the acquired concepts, even when 
detailed prior knowledge is provided upfront and inference is exact, and in turn continual 
performance. To overcome these issues, we introduce COOL, a COncept-level cOntinual Learning 
strategy tailored for neuro-symbolic continual problems that acquires high-quality concepts and 
remembers them over time. Our experiments on three novel benchmarks highlights how COOL 
attains sustained high performance on neuro-symbolic continual learning tasks in which other 
strategies fail. 
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Hybrid Collective Intelligence for Decision Support in 
Complex Open-Ended Domains 

Vito TRIANNI, Andrea Giovanni NUZZOLESE, Jaron PORCIELLO, Ralf H.J.M. 
KURVERS, Stefan M. HERZOG, Gioele BARABUCCI, Aleksandra 
BERDITCHEVSKAIA and Fai FUNG 
 

Contact : vito.trianni@istc.cnr.it 

Human knowledge is growing exponentially, providing huge and sometimes contrasting evidence 
to support decision making in the realm of complex problems. To fight knowledge fragmentation, 
collective intelligence leverages groups of experts (possibly from diverse domains) that jointly 
provide solutions. However, to promote beneficial outcomes and avoid herding, it is necessary to 
(i) elicit diverse responses and (ii) suitably aggregate them in a collective solution. To this end, AI 
can help with dealing with large knowledge bases, as well as with reasoning on expert-provided 
knowledge to support decision-making. A hybrid human-artificial collective intelligence can 
leverage the complementarity of expert knowledge and machine processing to deal with complex 
problems. We discuss how such a hybrid human-artificial collective intelligence can be deployed to 
support decision processes, and we present case studies in two different domains: general medical 
diagnostics and climate change adaptation management. 
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Explainable Malware Detection 

Martin Homola, Jan Kluka, Alexander Simko, Peter Abnthony, Daniel 
Trizna, Peter Svec, Stefa Balogh, Umberto Straccia, Franca Debole, Franco 
Albert Cardillo, Claudia d’Amato 
 

Contact: umberto.straccia@isti.cnr.it 

This is an activity report of TAILOR WP3.1 Coordinated action “Explaiable Malware Detection”. The 
goal of this coordinated action is to:  

• Provide explainability on top of MD results, and answer why the sample is classified as 
malware 

• Evaluate XAI methods on this use-case 
• (Possibly)Extend classic MD toolkit towards explainability (e.g. via hybridization) and 

generalize of findings to other application domains 
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Advances I Neural-Symbolic AI 

Lennert De Smet, Pedro Zuidberg Dos Martires, Robin Manhaeve, 
Guiseppe Marra, Angelika Kimmig, Luc de Raedt 
 

Contact : robin.manhaeve@cs.kuleuven.be  

A 

mailto:robin.manhaeve@cs.kuleuven.be


 

3rd TAILOR conference, 5-6 June 2023, Siena  66 
Poster session 

Foundation of Trustworthy AI: 
Integrating Learning, Optimisation and Reasoning 

 

  

  



 

3rd TAILOR conference, 5-6 June 2023, Siena  67 
Poster session 

Foundation of Trustworthy AI: 
Integrating Learning, Optimisation and Reasoning 

 

#D Tech-responsible Design to Boost AI Sustainability 
Benefits while Mitigating Risks 

Daniela Tulone 
 

Contact : tulone@csail.mit.edu 
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Memetic Semantic Genetic Programming for Symbolic 
Regression 

Alessandro Lelte and Marc Schoenauer 
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